
Path Matters: Industrial Data
Meet Quantum Optimization

Lukas Schmidbauer
Technical University of

Applied Sciences Regensburg
Regensburg, Germany

lukas.schmidbauer@othr.de

Carlos A. Riofrío
BMW AG

Munich, Germany
carlos.riofrio@bmwgroup.com

Florian Heinrich
BMW AG

Munich, Germany
florian.heinrich@bmw.de

Vanessa Junk
OptWare GmbH

Regensburg, Germany
vanessa.junk@optware.de

Ulrich Schwenk
OptWare GmbH

Regensburg, Germany
ulrich.schwenk@optware.de

Thomas Husslein
OptWare GmbH

Regensburg, Germany
thomas.husslein@optware.de

Wolfgang Mauerer
Technical University of

Applied Sciences Regensburg
Siemens AG, Technology

Regensburg/Munich, Germany
wolfgang.mauerer@othr.de

Abstract—Real-world optimization problems must undergo a
series of transformations before becoming solvable on current
quantum hardware. Even for a fixed problem, the number of
possible transformation paths—from industry-relevant formu-
lations through binary constrained linear programs (BILPs),
to quadratic unconstrained binary optimization (QUBO), and
finally to a hardware-executable representation—is remarkably
large. Each step introduces free parameters, such as La-
grange multipliers, encoding strategies, slack variables, rounding
schemes or algorithmic choices—making brute-force exploration
of all paths intractable. In this work, we benchmark a rep-
resentative subset of these transformation paths using a real-
world industrial production planning problem with industry
data: the optimization of work allocation in a press shop
producing vehicle parts. We focus on QUBO reformulations
and algorithmic parameters for both quantum annealing (QA)
and the Linear Ramp Quantum Approximate Optimization
Algorithm (LR-QAOA). Our goal is to identify a reduced set of
effective configurations applicable to similar industrial settings.
Our results show that QA on D-Wave hardware consistently
produces near-optimal solutions, whereas LR-QAOA on IBM
quantum devices struggles to reach comparable performance.
Hence, the choice of hardware and solver strategy significantly
impacts performance. The problem formulation and especially
the penalization strategy determine the solution quality. Most
importantly, mathematically-defined penalization strategies are
equally successful as hand-picked penalty factors, paving the
way for automated QUBO formulation. Moreover, we observe
a strong correlation between simulated and quantum annealing
performance metrics, offering a scalable proxy for predicting QA
behavior on larger problem instances.

Index Terms—Industrial Production Planning, BILP, QUBO,
Annealing, LR-QAOA

I. INTRODUCTION

Optimization problems are widespread in industrial pro-
cesses. Great effort is usually employed to lowering costs,
boosting efficiency, and enhancing production. Among these
processes, production and logistics is of special interest as
decisions on supply chains, factory placements, and pro-
duction allocation are of increasingly more complexity in

an interconnected world. Many of these problems can be
cast as combinatorial optimization, which are known to be
hard to solve as the number of variables increases. Solving
these problems at large scale presents a challenge for current
computation paradigms, that is, classical super computers.

Quantum computing promises to help dealing with limits
of classical computing. In fact, many algorithms for solving
combinatorial problems have been proposed, for instance,
the Quantum Approximate Optimization Algorithm (QAOA)
[1], recursive QAOA (rQAOA) [2], [3], linear-ramp QAOA
(LR-QAOA) [4], adiabatic quantum optimization or quantum
annealing [5], and counter adiabatic QAOA (CA-QAOA) [6],
which could help alleviating the scaling limitations of classical
algorithms. For a review of QAOA and its variants see [7] and
for a practical description of problem formulations see [8].
Despite recent progress, it is still unclear whether quantum
optimization will be able to solve industry relevant problems.
In fact, few classes of problems are known to have guaranteed
quantum advantage [9] and others show promising scaling
[10]. Most of these algorithms have been implemented in
quantum computers for small problem instances with varying
levels of success. For example a variant of QAOA has been
used to solve instances of the Max-Cut problem up to 127
qubits in quantum hardware [11]. Currently, due to cloud
access to quantum computers, researchers are able to routinely
test and deploy optimization algorithms in small scale quantum
computers, so-called NISQ (noisy intermediate-scale quantum)
[12], [13] devices.

Most experiments and demonstrations of quantum algo-
rithms are carried out with a reduced class of problems, for
instance, Max-Cut, Max-SAT [14], or traveling salesperson
problem (TSP) [15], which are meant to be representative
problems (and suitable abstractions) that are hard to solve
classically. However, industrial problems seldom fall exactly
in a standard category. In this work, we compare the perfor-
mance of quantum and simulated annealing, as well as the
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Figure 1: Processing stages overview. Algebraic representa-
tions (AR) devised from the Production Planning use case are
cast into hardware executable representations for LR-QAOA,
(quantum) annealing and simulated annealing.

Linear Ramp Quantum Approximate Optimization Algorithm
(LR-QAOA), ran in quantum hardware, when deploying an
industry-relevant production and logistics use case: the capac-
ity planning for production of the body parts of a vehicle. Our
problem is formulated with real production data and real-world
constraints, which in general differ from standard classes
of optimization problems. Fig. 1 gives an overview of the
general data flow in terms of abstraction layers. While the real
industry data forms the input of the parameterized production
planning use case, there are a multitude of possibilities to cast
that problem into a hardware executable form. We compare
different problem encodings (see Fig. 1: AR1, AR2, AR3)
and investigate how the quality of solutions varies with them.
In particular, we vary the formulation of penalty constraints
and data refinement, while also considering different solver
specific parameters. We aim to bridge the gap in benchmarking
quantum hardware including non-standard, industry-relevant
problems.

The remainder of the paper is divided as follows: While
Sec. II discusses the current state of the art, Sec. III introduces
the necessary algorithmic building blocks. We go into detail
about the formulation of the industry relevant use case in
Sec. IV. Although we focus on 3 different algebraic repre-
sentations, experiments have many more free parameters to
optimize for cost, solution quality or time-to-solution. Sec. V
describes which parameters form the basis for the empirical

evaluation in Sec. VI. Sec. VII concludes our study and
suggests future improvements.

This paper is augmented by a comprehensive reproduction
package (link in PDF) that also allows for extending our
work. It also provides additional detailed figures about our
experiments.

II. RELATED WORK

Nenno and Caspari [16] analyze the general steps needed
for using quantum computers on dynamic optimization prob-
lems with respect to an industry-relevant simplified chemical
reactor by incorporating a Quadratic Unconstrained Binary
Optimization (QUBO) formulation. The QUBO is based on
a system of differential-algebraic equations that is embedded
into the optimization problem—opposed to former methods
that require analytic or parametric solutions [17], [18].

Formulating problems as QUBO or more general as pseudo
boolean functions (i.e., polynomials) is not a trivial task. For
example, Häner et al. [19] outline the challenges for evalu-
ating non-polynomial functions on quantum hardware. Apart
from implementation challenges, highly industry relevant join-
ordering problems and their performance-critical formulation
into QUBO form for database query optimization can be found
in [20].

To map such problems into QUBO form, it is necessary to
identify and map (in-)equality constraints, discretize continu-
ous variables, apply Lagrange factors, etc.. Glover et al. [21]
provide an extensive study on transforming optimization prob-
lems (e.g., quadratic assignment, knapsack, constraint satisfac-
tion or max-cut) into QUBO form. From the point of view of
a real application, mapping to QUBO requires identifying un-
ambiguous similarities to optimization problems. For example,
Schütz et al. [22] show how to cast robot trajectory planning
into QUBO form. Apart from direct QUBO mappings, firstly
mapping to Polynomial Unconstrained Binary Optimization
(PUBO) and then transforming to QUBO can be a valid
choice that, however, impacts non-functional requirements and
changes problem specific characteristics. We shed light on this
method for a Job-Shop Scheduling problem by using automatic
means of transformation [23]. These algebraic representations
form the basis for further transformations down to a hardware
executable representation (see Fig. 1)—for instance, selecting
a solver strategy.

Hauke et al. [24] and Yarkoni et al. [25] give a broad
overview of industrial applications and perspectives using
quantum annealing—including traffic flow, scheduling, quan-
tum simulation and finance. A recent work by Vandelli et
al. [26] simulates QAOA and annealing for power consump-
tion in telecommunication networks for up to 31 qubits. They
show that finding near-optimal solutions is possible—even for
constrained problems with 31 qubits. Krol et al. [27] present
a quantum version of an industrial shift scheduling problem
via another solving strategy, that is, Grover’s search.

https://github.com/lfd/QCE24-IndustryQubo
https://github.com/lfd/QCE24-IndustryQubo


III. FUNDAMENTALS

A. LR-QAOA

QAOA, originally proposed by Farhi et al. [1], is a hybrid
quantum classical algorithm. Apart from using QAOA as a
solver for Optimization Problems (OPs), Morales et al. [28]
consider the conditions for universal computations. The quan-
tum circuit for QAOA consists of p layers of a problem specific
part HC(γi) and a mixer HM (βi), parametrized by rotation
angles γi and βi. These angles are subject to a classical
optimizer, which requires multiple executions of the quantum
circuit to find a (local) minimum of an optimization problem,
encoded in HC .

In contrast to QAOA, LR-QAOA [29] uses predetermined
values for rotation angles in each layer. The values for γi (the
problem specific part) increase linearly, while the values for
βi (the mixer) decrease linearly with each layer, respectively.
However, this necessitates normalizing the objective function,
which is computationally feasible in polynomial time. Since
quantum annealers can also realize linear schedules, compar-
ing them to LR-QAOA is interesting in view of industrial
use cases in terms of performance, solution quality, resource
requirements, scaling behavior, as well as characterizing the
impact of problem formulations on these measures.

B. Adiabatic Quantum Computing

Contrary to discretized circuit-based models of quantum
computation, adiabatic quantum computing is a continuous
process. Nevertheless, both models of computation are poly-
nomially equivalent in their computational power [30]. When
slowly evolving a time-dependent Hamiltonian H(τ) (τ ∈
[0, T ]), while starting in the ground state at τ = 0, the ground
state is preserved at τ = T with probability P . The probability
P is close to 1 when the spectral gap δ(τ) (i.e., the absolute
eigenvalue difference between the first excited state and the
ground state1) is strictly greater than 0 (∀τ ∈ [0, T ]) and the
process evolves slowly [31]: Let n denote the problem size
and let δm denote the minimum spectral gap. Then, the time
T is polynomial in n, iff δm is inverse polynomial in n.

The time-dependent Hamiltonian

H(τ) =
T − τ

T
Hinit +

τ

T
Hfinal (1)

can be split into an easy to prepare initial Hamiltonian Hinit
(with known ground state) and a Hamiltonian Hfinal that
encodes the optimization problem. While Eq. 1 interpolates
linearly between Hinit and Hfinal, other annealing schedules are
possible. Unfortunately, finding the minimum spectral gap to
adjust the schedule is a hard problem with recent development
in terms of mitigating anti-crossings [32]–[34].

The D-Wave Quantum Annealer is a non-universal quantum
computer in the sense that not every possible state in the

1We assume a non-degenerate ground state of H(τ).

Hilbert Space can be reached. This is a result of the time-
dependent Hamiltonian that is realized in hardware [35]:

H = −A(τ)

2

∑
i

σ(i)
x (2)

+
B(τ)

2

∑
i

hiσ
(i)
z +

∑
i<j

Jijσ
(i)
z σ(j)

z

 , (3)

where σ
(i)
x and σ

(i)
z denote the Pauli-X and -Z operations

applied to qubit i, respectively. Similarly to Eq. 1, A(τ) and
B(τ) adjust the influence of the initial Hamiltonian (Eq. 2) and
the problem Hamiltonian (Eq. 3). In particular, we can choose
A(τ) and B(τ) to represent an approximately linear annealing
schedule. Although the D-Wave Quantum Annealer cannot
reach any possible state in Hilbert Space, it is a universal
model of computation in the sense of solving NP-complete
problems due to solving QUBOs. As a side note, by exploiting
level crossings, one can implement gate operations beyond σz

and σx [36].

C. Simulated Annealing

Simulated annealing is a probabilistic classical method to
solve optimization problems [37] and in particular Pseudo-
Boolean Functions (PBFs). Therefore, this method can serve
as a classical baseline for experiments. In essence, one chooses
a random initial state and then repeats the following n times:
Firstly, choose a random variable in the current bit string and
flip it2. If this flip lowers the energy of the PBF3 f , accept that
flip. Conversely, if this flip increases the energy of f , accept
this flip based on a random experiment. The probability to
accept the flip depends on the energy difference as well as a
typically decreasing base probability [31]. For example, one
can choose the probability P as P = min(1, e−(∆/i)), where
∆ denotes the energy difference to the function without the
bit flip and i is the iteration count. If the random experiment
does not accept the flip, revert it.

IV. USE CASE MODELLING

A. Description and Mathematical Formulation

In the complex process of vehicle mass production, forming
of raw materials into product parts is an early and fundamental
step. One of such processes is done in the press shop, in
which metal sheets are shaped into the components of the body
of a vehicle. Press shops may house several press machines,
which provide the force by which the metal is reshaped and
cut using toolkits, which are the tooling components with the
shape of body parts. Press shops are distributed globally and
do not necessarily coincide with the assembly plants, which
put together the whole vehicle. Production and logistic costs
are associated with every choice of production allocation as
well as legal and technical constraints regarding volume of
parts which can be produced at a given time and location. For
example, each press machine has a maximum capacity it can

2Deterministically choosing the next variable is also possible.
3For minimization problems.



Figure 2: An exemplary scheme of three production sites, two
comprising a press shop and an assembly plant, one with an
assembly plant only, sized to convey an impression of distance
(smaller means farther away). Toolkits are assigned to the
press machines of the press shops, thus determining where
which parts are pressed and where consequently the flows of
produced parts to the assembly plants must originate from.
Product flows of a door and a side-frame can be seen, each
fulfilling onsite as well as offsite demands.

offer during a given production period and each toolkit must
produce a given number of parts. Figure 2 gives an illustration
of the setting.

The question for long-term planning is to decide which
toolkits should be assigned to which press machines in a way
that is cost optimal. The decisions, for example, how many
parts to produce or which toolkit to use for the production
of which part, are given parameters and not degrees of
freedom in finding optimal solutions. Therefore, each toolkit
can be assumed to “carry” a given amount of parts demanded,
which, via press-machine dependence and given work rates,
translates into an effective (possibly press-machine dependent)
workload. Thus, the allocation decision can be cast as an
optimization problem in which the total production costs are
minimized. The minimization is subject to all parts being
produced while respecting the maximum capacities of every
machine.

This optimization problem can be formulated as a binary
constrained linear program. We define T as the set of all
toolkits and M as the set of all machines. Then, we can
introduce the decision variable xtm to encode which toolkit

t ∈ T is assigned to which machine m ∈ M ,

xtm =

{
1 if toolkit t is assigned to machine m,
0 otherwise.

(4)

The cost arising by an assignment is given by ctm, leading to
the objective function

min
x

∑
t∈T

∑
m∈M

ctm xtm, (5)

where x = (xtm)t∈T,m∈M ∈ {0, 1}T×M . Each machine has
a maximum capacity hm, usually given in units of hours
per production period, and each toolkit assignment requires a
demanded workload wtm, also in hours per production period,
resulting in the capacity constraints∑

t∈T

wtm xtm ≤ hm, ∀ m ∈ M. (6)

Moreover, each toolkit has to be assigned to a machine exactly
once, which is encoded as∑

m∈M

xtm = 1, ∀ t ∈ T. (7)

This constraint ensures that each toolkit is assigned to exactly
one location and also prevents that nothing is produced despite
of existing demands. Note that producing nothing would be the
cheapest option concerning the objective Eq. 5.

We use this linear program both for deriving the problem
formulation for the quantum computer and for computing the
optimal solutions of the problem instances in Sec. V. For the
latter, we use the SCIP – short for Solving Constraint Integer
Programs – solver [38] via the pywraplp interface from Google
OR-Tools [39]. This is done for comparison purposes.

B. QUBO Creation and Penalty Terms

The standard way to run an optimization problem in a quan-
tum computer is to reformulate it as a QUBO. The procedure
of transforming the original, constrained, optimization (Eq. 5,
6 and 7) into an unconstrained problem is to add the constraint
violations as penalty terms to the objective function (Eq. 5).
For our reformulation, we use the Qiskit optimization library
(version 0.6.0) [40]. In the following, we sketch the resulting
steps.

First, inequality constraints, in our case the capacity-
constraints (Eq. 6), are transformed into equality constraints.
The transformation is achieved by introducing so-called “slack
variables”, which we denote by Sm since there is one capacity
constraint for each press machine. The reformulated capacity
constraints read∑

t∈T

wtm xtm + Sm − hm = 0, ∀m ∈ M, (8)

where 0 ≤ Sm ≤ hm, since the lower bound of∑
t∈T wtm xtm is zero. Next, the newly introduced slack



variables Sm have to be split into a binary representation to
fulfill the requirements of a QUBO,

Sm =

rm−1∑
j=0

2jsmj + (hm − 2rm + 1)smrm , (9)

extending the problem by the binary variables sm0, . . . , smrm

per press machine m, where rm = ⌊log2(hm)⌋.
Now, all constraints are equalities and can be transformed

into penalties of parabolic shape that are added to the objective
function. For the assignment constraints (Eq. 7) we obtain the
penalty terms

λt

(∑
m∈M

xtm − 1

)2

, ∀ t ∈ T, (10)

with penalty factors λt and for the capacity constraints (Eq. 6)
we write the penalty terms

λm

(∑
t∈T

wtm xtm + Sm − hm

)2

, ∀m ∈ M, (11)

with penalty factors λm and Sm substituted by Eq. 9. The
total QUBO problem is then given by the objective function

min
x,(sm)m∈M

[∑
t∈T

∑
m∈M

ctm xtm +
∑
t∈T

λt

(∑
m∈M

xtm − 1

)2

+
∑
m∈M

λm

(∑
t∈T

wtm xtm + Sm − hm

)2
 ,

(12)

with Sm given by the binary variables smj defined in Eq. 9,
combined to the binary vector sm = (sm0, . . . , smrm). The
QUBO problem (Eq. 12) can also be brought into matrix form,

min
x∈{0,1}N

xTQ̂x+ C, (13)

where the binary vector x collects all decision variables xtm

and slack variables smj , and the constant C subsumes all
constants. Since x2 = x for binary variables x, all coefficients
of the terms of degree 1 and 2 in the variables xtm and smj

can be collected in the QUBO matrix Q̂.
So far, we have not discussed how to choose the penalty

factors λt and λm. Moreover, there are different possibilities
for encoding the data of actual problem instances into the
linear program and thus the QUBO. In Sec. V we present
three different approaches for building the QUBO which we
benchmark on quantum hardware in Sec. VI.

V. EXPERIMENTAL SETUP

A. Problem instances

For our experiments, we create 6 problem instances from
anonymized production data. These problem instances are
small enough to fit in a quantum computer, but the values
of costs and capacities are taken to represent real situations.
That means that the costs, capacities, and restrictions are
quantitatively comparable with real production data. The only

adjustment we make is to safely round the values entering the
capacity constraint to integers, that is, the maximum machine
capacity hm is rounded down and the capacity wtm required
by a toolkit assignment is rounded up. We summarize the
problem instances in Tab. I.

Table I: Problem instances.

Toolkits Machines Qubits

3 2 22
9 2 36
13 2 46
16 2 54
18 2 58
19 2 60

All problem instances are represented by 3 different QUBO
encodings (see Fig. 1: AR1, AR2, AR3):

1) Raw QUBOs: We take the data directly without any
processing and create QUBO formulations for each problem
instance. We do not optimize the penalty factors. Instead,
we choose them in a broad grid λm ∈ {103, 104, 105} and
λt ∈ {107, 108, 109}, taking the same values for all machines
m and toolkits t, respectively.

2) Scaled QUBOs: We adjust the scaling of the assignment
constraint by multiplying Eq. 7 with λs ∈ {0.1, 1}. Moreover,
before transforming the constraints to penalties but after trans-
forming inequalities to equalities, we rescale the constraints
from Eq. 7 and Eq. 8 such that they obtain a similar value
range as the objective function in Eq. 5. We define the value
range v of a term f as

v = |⌈f⌉ − ⌊f⌋| . (14)

For the rescaling, we first determine the largest value range
vmax occurring in the linear program by evaluating Eq. 14
for the objective function in Eq. 5 and the left-hand side of
the constraints in Eq. 8 and Eq. 7 (after multiplying Eq. 7
with λs). Then, we divide both the objective function, Eq. 5,
and all constraints, Eq. 7 and Eq. 8, by their respective range
v and then multiply them by vmax. Afterwards, we proceed
with the transformation of the linear program to a QUBO by
transforming the constraints to penalties. The rescaling of the
constraints replaces optimizing the penalty factors, such that
λm = λt = 1 for all m ∈ M and t ∈ T .

3) Rounded-cost QUBOs: For this formulation, we first
take the data and rescale the production costs so that the
minimum cost is 1. To avoid non-integer cost values, we
employ integer division for this rescaling. Then, we proceed
with the same transformation routine as described for the
scaled QUBOs. The aim of rescaling the costs is that the
resulting QUBO matrix should be more balanced than for the
first two formulations—meaning that the difference between
the minimum and maximum value in the QUBO matrix is
significantly reduced.

B. Methods

Evaluating multiple problem instances with multiple solver
strategies and (quantum) hardware represents paths in the



abstraction layer graph (compare to Fig. 1). On top of choosing
a path, free parameters in transformations influence properties
and ultimately performance. We always test all mentioned
problem sizes (see Tab. I)—independently of the used solver
strategy and hardware. Additionally, depending on the used
problem instance (raw, scaled and rounded), we test their
respective penalty factors for all solver strategies.

For the solver strategy LR-QAOA, we identify the number
of layers p and the variation in the slope defining parameters
∆γ , ∆β (see Sec. III) as important parameters. Preliminary
tests on hardware indicated that any p > 10 does not lead
to improved performance. Hence, we select p ∈ {1, 2, 5, 10}.
Montanez-Barrera and Michielsen [29] test ∆γ , ∆β-dependent
performance for six optimization problems. Based on their
results for pure optimization problems, we choose ∆γ = 0.9
and ∆β = 0.6. Any logical quantum circuit can be depth-
optimized in polynomial time—only differing from the optimal
solution by at most one [41]. The edge coloring problem and
Vizing’s theorem [42] provide the basis for this argument.
However, optimizing circuit depth becomes NP-hard, when
considering restricted arbitrary hardware topologies. For spe-
cific topologies there have been advances [43], in particular for
the heavy-hex topology [44]. We employ an almost depth opti-
mal logical circuit (via edge coloring), which is then transpiled
to the hardware gate set and topology of ibm_marrakesh.
Qiskit [45] provides four levels of optimization of which we
use level 0 (no optimization) and 3 (highest optimization).

For the solver strategy of quantum annealing, recall
that annealing-based approaches are influenced by
the minimum spectral gap (see Sec. III). Hence, the
annealing time is an important parameter to avoid level
crossings. Therefore, we choose the annealing time
τ ∈ {10, 20, 40, 80, 160, 320, 640, 1280}[µs] for the
Advantage_system4.1 QPU that covers 5760 qubits via
the Pegasus topology [46]. Note that the maximum allowed
annealing time also depends on the number of shots, which
we choose to be 500 to improve measurement statistics.
Additionally, a custom annealing schedule can accelerate
annealing where the spectral gap is large and decelerate
annealing where the spectral gap is small. Since solving for
an optimal annealing schedule is at least as hard as solving
the optimization problem at hand4, we use 4 annealing
schedules:

1) Linear:
2) Bowover:
3) Bowunder:
4) SteepFlatSteep:

Picture a linearly decreasing schedule sLinear(τ)
5. Then,

Bowover represents a schedule above sLinear(τ)—leading to
slow annealing at the start and faster annealing when pro-
gressing. Analogously, Bowunder represents a schedule below
sLinear(τ)—having the exact opposite effect. Finally, SteepFlat-
Steep is a combination of Bowunder at the start and Bowover

4We would need to know the spectral gap for every τ .
5A decreasing schedule refers to Hinit. Hfinal is scaled accordingly.

at the end—leading to slower annealing in the middle of the
process. To map a given problem instance onto D-Wave’s
hardware, we use the heuristic MinorMinor embedding [47]:
It finds a minor-embedding of the graph representation of a
given QUBO instance in the graph that represents D-Wave’s
hardware (see [48] for more information on graph minors).
Note that an embedding for a QUBO of size |Q| usually
requires more than |Q| qubits in D-Wave’s hardware.

Similar to the time parameter in quantum annealing, sim-
ulated annealing can employ longer classical runtime (i.e.,
steps n; see Sec. III) to heuristically refine the current local
minimum. Also, the probability function can be changed to, for
instance, overcome local minima. However, we use simulated
annealing as a baseline and thus use the standard geometric
schedule and set n = 1280.

To accommodate for a single bit-flip error, we use a classical
post-processing error mitigation technique for all experiments
(see [29]): For each bit x in a sampled bitstring x, we test
if the negation of x improves the energy with respect to the
QUBO (see Sec. V). We then use x′ with lowest energy. Note
that its runtime scales linearly in the size of the bitstrings and
the number of samples.

C. Expected Behavior

It is evident that current Noisy Intermediate Scale Quantum
(NISQ)-era hardware still is restricted by noise. Although
Quantum Error Correcting Codes (QECCs) are in development
and have provable advantages, their use is to the detriment
of requiring more qubits (see [49]). QECCs offer potential
to allow for some degree of noise, while protecting the
intended quantum state. Hence, (depending on the number of
additionally used qubits), QECCs will eventually make noisy
quantum hardware behave similar to noiseless systems and
noiseless simulations. For the following experimental analysis,
we expect bigger problem sizes to perform worse, due to either
exponentially scaling search spaces or noise that arises from
inherently longer circuits (LR-QAOA) and bigger embedding
size (annealing).

As the number of layers p in LR-QAOA increases, the
logical circuit depth increases linearly with p. While noise-
less LR-QAOA converges to an optimal solution (under the
assumptions of the adiabatic theorem; see Sec. III), hardware
noise eventually leads to a (non-uniform6) random output
distribution. We confirm the convergence to optimal solutions
numerically by simulating the 3 Toolkit (22 qubit) case for
up to p = 100 LR-QAOA layers. Notably, even for p = 1
and 1000 shots, we find the optimal solution regardless of the
problem variant (raw, scaled or rounded). However, we notice
that the rounded variant performs better for p ≥ 5 than the raw
and scaled variant. The reproduction package (link in PDF)
contains detailed figures. Take into consideration that system
noise eventually diminishes better Trotterization accuracy (i.e.,
higher p). Noise can also blur variant-specific effects. There-
fore, the free parameter p is subject to balancing both noise

6This is hardware dependent (e.g., via topology).

https://github.com/lfd/QCE24-IndustryQubo


and approximating annealing through Trotterization. Hence,
a (variant-dependent) tipping point should be evident, when
increasing p. A similar effect can be expected for the annealing
time and the annealing schedule to avoid level-crossings in the
adiabatic evolution. They are also free parameters that need
to balance the expected noiseless performance gain and the
effects of noise.

Concerning the different QUBO formulations, raw, rounded,
and scaled, the number of effective hardware runs differs for
each of the variants due to the QUBO’s respective penalization
strategy. For raw we have 9 combinations; for scaled 2 com-
binations, and for rounded 1 combination. If our experiments
were mere random sampling and all effects of the quantum
circuit on the final state measurement were washed out by
noise, we would expect the raw QUBO to perform best
simply due to being run more often than the other versions
and thus having the highest probability of sampling a good
result eventually. Of course, we expect the quantum circuit
to have a measurable effect on the final quantum state in
our experiments and the different penalization strategies alter
the QUBO formulation and should hence perform differently.
Nevertheless, the different number of runs could result in a
(slight) bias in favor of the raw variant.

VI. EXPERIMENTAL RESULTS

For each of the following combined figures, we show results
for quantum annealing on top and results for LR-QAOA below.
Each figure has the problem size (i.e., the number of toolkits)
on its (non-equally-spaced) x-axis. Note that toolkits directly
translate to number of qubits, since we always use 2 press
machines (see Tab. I). Data points in each figure must adhere
to its respective criteria (e.g., being valid). Consequently, if
there are no data points for toolkits t, we omit t in the figure.

For Fig. 3, 4 and 5, we pick the best performing penalty
for each annealing time or layer p (see Sec. V-B) per toolkit
and problem formulation and then show their values in a
boxplot. Its box is bounded by the first and third quartile
and additionally shows the median as a line. Furthermore, its
whiskers extend to at maximum 1.5 ·IQR (depending on actu-
ally available data points), where the interquartile range (IQR)
is the distance between the first and third quartile. Any data
point outside this range is shown as a (partially translucent)
circle ( ). Moreover, we show the best performing penalty for
each x-value (i.e., toolkits) explicitly as a shape: For the raw
variant, a (rotated) rectangle ( , ) corresponds to λm = 3
and a rotated triangle ( , ) corresponds to λm = 4. Their
respective rotation encodes λt. The scaled variant only has two
penalties, which we show as a circle with a cross (λs = 0.1)
or a circle with an x (λs = 1). Analogously, we show the
rounded variant as a circle. Small problem sizes lead to many
best performing penalty weights and hence we omit explicit
shapes for 3 and 9 toolkits. For a comparison to classical
methods, we use simulated annealing (1280 steps) and the
best out of 1000 randomly generated bitstrings as reference.
Although we test four annealing schedules, as described in
Sec. V, we only show the linear schedule due to its similarity

to LR-QAOA. Note that the type of our test schedules only has
minor influence on the performance. Similarly, for LR-QAOA
we test optimization level 0 and 3 in Qiskit, but restrict Fig. 3,
4, and 5 to level 3. Take into consideration that optimization
level 0 usually worsens the results—with outliers that probably
originate from system noise.
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Figure 3: Problem size (x-axis) vs percentage of valid (i.e.,
constraint satisfying; see Sec. IV) solutions (y-axis) and corre-
sponding best performing penalties (see Sec. V). Closer to 1.00
is better. Horizontal facets: quantum annealing on D-Wave
and LR-QAOA on IBM. Vertical facets: problem formulation
(see Sec. IV and Fig. 1). Random (solid line) and Simulated
Annealing (dotted line) as reference (same values for both
horizontal facets).

Fig. 3 shows the percentage of valid solutions (closer to 1.00
is better). Valid solutions satisfy the problem constraints given
in Sec. IV (i.e., capacity constraint, Eq. 6, and assignment
constraint, Eq. 7). For both LR-QAOA and quantum annealing
and each QUBO variant (raw, rounded, and scaled), we see
that a specific set of penalties leads to the highest percentage
of valid solutions for bigger problem instances. Note that we
test 9 penalty combinations for the raw, two for the scaled, and
one for the rounded variant, due to their different construction.
LR-QAOA rarely finds valid solutions for bigger problem
instances. Contrary, annealing performs exceptionally well—
finding ≥ 90% valid solutions for bigger problem instances.
Interestingly, the simulated annealing reference is Pearson-



correlated [50] to the mean of the quantum annealing results:
rraw ≈ 0.2736, rrounded ≈ 0.9297 and rscaled ≈ 0.9659.
Hence, the rounded and scaled variant, seem to have beneficial
numerical nature for simulated and quantum annealing, which
allows for some degree of extrapolation.
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Figure 4: Problem size (x-axis) vs ratio of valid (i.e., constraint
satisfying; see Sec. IV) solutions within 1% of the optimum
to valid solutions (y-axis) and corresponding best performing
penalties (see Sec. V). Closer to 1.00 is better. Horizontal
facets: quantum annealing on D-Wave and LR-QAOA on IBM.
Vertical facets: problem formulation (see Sec. IV and Fig. 1).
Random (solid line) and Simulated Annealing (dotted line) as
reference (same values for both horizontal facets).

Although Fig. 3 reduces the set of solutions to valid
solutions, they can be numerically far from optimal in terms
of production cost. Hence, Fig. 4 restricts the set of valid
solutions to solutions that lie within 1% of the optimal solution
(closer to 1.00 is better). A higher share of (near) optimal
solutions also leads to faster time-to-solution, which is cost
beneficial for computation. Smaller problem instances have
a higher share of optimal solutions—potentially due to the
exponentially scaling solution space, see random reference
(red) that only finds valid solutions for 3 and 9 toolkits
and only close-to-optimal solutions for 3 toolkits. LR-QAOA

fails to find (near) optimal solutions for 18 and 19 toolkits,
while quantum annealing finds (near) optimal solutions for all
tested toolkits—although their share decreases with increasing
problem size. As before, we calculate the Pearson correlation
[50] between simulated annealing and the average quantum
annealing results: rraw ≈ 0.9874, rrounded ≈ 0.9965 and
rscaled ≈ 0.9960. Note that Fig. 4 does not show absolute
values and depicts a subset of Fig. 3. By multiplying the
percentage of valid solutions (Fig. 3) by the share of (near)
optimal to valid solutions (Fig. 4), one can obtain the per-
centage of (near) optimal solutions, which further highlights
the difference between quantum annealing on D-Wave and
LR-QAOA on current IBM devices.
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Figure 5: Problem size (x-axis) vs normalized lowest cost for
valid (i.e., constraint satisfying; see Sec. IV) solutions (y-axis)
and corresponding best performing penalties (see Sec. V).
Closer to 1.00 is better. Horizontal facets: quantum annealing
on D-Wave and LR-QAOA on IBM. Vertical facets: problem
formulation (see Sec. IV and Fig. 1). Random (solid line) and
Simulated Annealing (dotted line) as reference (same values
for both horizontal facets).

Fig. 3 and 4 give insights in the distribution of solutions
and therefore allow to extrapolate the time-to-solution or runs
required to obtain a sufficiently good solution. Ultimately,
the solution with the least cost is of interest for production.
Therefore, Fig. 5 gives the ratio for the lowest valid to the
optimal cost (closer to 1.00 is better). Although the results



for quantum annealing all lie within 0.41% of the optimal
solution, the difference in problem formulation is apparent. At
19 toolkits, the raw variant performs worse than the rounded
an scaled variant. For completeness, we calculate the Person
correlation [50] between the mean value for annealing and
simulated annealing [50]: rraw ≈ 0.9516, rrounded ≈ 0.4224 and
rscaled ≈ 0.4184. As LR-QAOA produces little to none valid
solutions for increasing problem sizes (see Fig. 3), they are
increasingly farther from the optimal solution. Nevertheless,
the final measured state obtained from LR-QAOA still contains
problem specific information, since LR-QAOA is dramatically
better than the random reference, which cannot find valid
solutions for more than 9 toolkits. Hence, system noise does
not render the final state useless. Upcoming implementations
of error correction should therefore make a significant contri-
bution to improving the results. Although, a higher annealing
time has a slight net positive effect on the QUBO energy,
with outliers potentially originating from system noise, we
do not find a strong influence of annealing time on QUBO
energy. Hence, the spectral gap does not appear to be the
limiting factor for the tested problem sizes. This also applies
to LR-QAOA analogously.

Overall, quantum annealing outperforms LR-QAOA for the
tested problem instances. However, scaling behavior beyond
the capabilities of current hardware can put that result into a
different perspective. For LR-QAOA, we identify the number
of transpiled non-local gates (i.e., two qubit gates in our case)
as the relevant metric. Note that the circuit depth, the number
of total gates and the number of used qubits can also be
valid metrics. When considering the effect of transpilation,
missing connections in hardware are resolved by introducing
additional (non-local) gates. Hence, a gate-based approach
tends towards deeper circuits, while the number of qubits is
not a hard limiting factor: Given a quantum hardware with
qh many qubits that form a connected graph. Then, for any
given logical quantum circuit with ql ≤ qh qubits, there exists
a unitary-equivalent (deep) hardware executable circuit (see
[51] or [52]). Contrary, for quantum annealing, we use the
embedding size on hardware as the eventually limiting factor,
when increasing problem size, since missing connections are
resolved by combining hardware qubits [53]. Fig. 6 shows
these metrics on the y-axis. The x-axis shows the number
of toolkits (we omit the label for 18 toolkits, but show its
data). It is linearly spaced by the number of qubits, since
they correspond to toolkits (see Tab. I). In LR-QAOA, the
number of layers p increases the number of non-local gates
in the logical circuit linearly. We found that this is similar
for the transpiled circuit—meaning that the transpiler has
no significant impact in combining layers. Hence, we only
show p = 1 for optimization levels 0 and 3. Optimization
level 3 roughly halves the number of transpiled gates and
therefore has significant impact on solution quality that is
highly influenced by gate noise. Compared to LR-QAOA,
quantum annealing has a higher spread in embedding size,
with the least spread for the rounded variant—albeit there
being only minor differences between problem formulations.

Take into consideration that the x-axis is spaced in terms of
qubits, but labeled with toolkits (see Tab. I), which allows for
comparing the scaling behavior with other industry relevant
problems. Also take into consideration, that the QPU access
time is significantly higher with IBM devices and LR-QAOA,
which is relevant for a cost-to-solution estimation. On average,
for a single experiment (500 shots), the D-Wave annealer uses
≈ 0.3 seconds, while IBM (1000 shots) uses ≈ 7.8 seconds.
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Figure 6: Problem size (x-axis; linearly spaced by # qubits:
see Tab. I) vs scaling behavior (i.e., embedding size or number
of transpiled non-local gates for p = 1; y-axis). Lower is
better. Horizontal facets: quantum annealing on D-Wave and
LR-QAOA on IBM. Vertical facets: problem formulation (see
Sec. IV and Fig. 1). Qiskit optimzation level only applies to
LR-QAOA.

In summary, the experiments suggest that a choice of
penalty weights that clearly outperforms the others emerges
with increasing problem size. Hence, for similarly structured
problems, it can be beneficial to first find a set of suitable
penalty weights by analyzing smaller but growing problem
instances. These optimized weights should then also perform
well for larger problem instances. Moreover, we find similar
or better performance for the rounded and scaled variant
over the raw variant. From an industry point of view, it is
therefore not necessary to perform a grid search over the basic
formulation, but rather automatically select suitable parameters
(as in the scaled and rounded case). On top of that, we show a



high correlation of the average annealing result and simulated
annealing for the scaled and rounded variant. Therefore, it is
possible to (locally) extrapolate to higher problem instances
by using classical simulated annealing and then use quantum
annealing to improve the results.

VII. CONCLUSION AND OUTLOOK

Creating good QUBO formulations for industry use cases is
not a trivial problem: encodings, slack variables, and penalty
terms play a crucial role in performance. Formulations that
limit the number of qubits, if they exist, should be prioritized.
However, in the long term, quantum computers may have
enough qubits and be sufficiently robust for naive formulations
to work. In this work, we have explored the formulation
and solution of an industrial optimization application using
quantum computing techniques. We used real anonymized data
to describe the problem of allocating production capacity for
a network of press shops.

We observed that quantum annealing via D-Wave hardware
performs surprisingly well, even for modest-size problem
instances. This approach offers great potential, but the em-
bedding dimension scaling with the problem size is not yet
ideal. Hopefully, better architectures with better connectivity
will become available in the future.

Even modest-size problems require significant quantum
resources to work for all algorithms and platforms we tested.
Noisy quantum hardware and incomplete connectivity seem
to be the main limiting factors for scaling quantum computers
to industry-level needs. Compared to QAOA, LR-QAOA is
simpler and cheaper to implement—using orders of magnitude
less quantum resources in time. However, when deployed
on IBM machines, it lags behind the classical baseline of
simulated annealing—mainly due to noise. Although the noisy
nature of quantum gates is evident from the obtained solutions,
they still contain problem-specific information. Moreover,
noiseless simulations return good results for small problem
instances. Hence, we expect that solution quality will improve
with QECCs.

Understanding the limitations of quantum algorithms for
industry-relevant problems is still an open problem. It is impor-
tant to not only hand-pick idealized problems, but to test the
complexity of real data and real use cases. Moreover, industrial
adoption of quantum technologies requires building a strong
software infrastructure and (automated) toolchains. Although,
specialized knowledge (i.e., quantum physics) is still needed to
program and make sense of results of quantum optimization,
the entry barrier for practitioners is being continuously lowered
by software development, which is reflected in the relative
ease of use of tools such as those from vendors like D-Wave
or IBM.
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